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Abstract—It has been shown that emotions are learned in
a cultural way and expressions are often used to help con-
vey these emotional states. Considering this, in this work, we
investigate multimodal cultural behavior differences across 6
different cultures. More specifically, we investigate head pose,
action units, and facial landmarks in British, Chinese, German,
Greek, Hungarian, and Serbian cultures. Along with this, we also
investigate the differences along valence and arousal dimensions
for these cultures. To conduct this investigation, we evaluate the
SEWA multimodal and multi-cultural dataset. We find varying
differences exist that are impacted by culture, context, and
modality. Based on these findings, we also perform context
classification that takes into account these differences in culture.
We show that incorporating culture into our pipeline improves
classification performance.

Index Terms—Affect, Culture, Multimodal

I. INTRODUCTION

Emotion is a well-studied concept in psychology and human
behavior research [1]–[3]. Along with this, it has also been
shown that emotion is social and adaptive, where culture also
impacts said emotions [4]. To communicate these emotions,
humans often use many cues such as facial expressions,
which are a powerful, natural, and universal tool for this
communication [5]. Ekman stated that emotion is fundamen-
tally generalized among all cultures [6], however, it has been
shown that emotions are influenced both by biological and
environmental factors [7]. A person encodes and decodes
inner emotional states to and from facial expressions. This
process is not culturally universal, meaning culture influences
how individuals encode and decode inner emotion to and
from facial expressions [8]. In recent decades, scientists (i.e.,
affective computing) have tried to map facial expressions
and other physiological signals to emotional states of people
[9]–[12]. These studies have applications in pain recognition
[13], building sociable robots and socially aware systems [14],
helping humans detect some mental disorders such as autism
[15], and other applications to elevate quality of life and well-
being. [16].

As these applications are more readily woven into the daily
lives of people worldwide, we need to have fair and reliable
systems for all individuals [17]. To this end, we need to
minimize the impact of biases that make these systems work
in favor of specific groups of people over others [18]. A
major step in this direction is to identify biases and their
roots. One group of bias in these applications rises from the

inherent differences in human behaviors. It has been shown
that it is difficult for current systems to generalize to every
individual [19], [20]. This can be explained, in part, by cultural
differences in subjects [21]. While cultural biases in affective
computing have received attention in recent years, research
has primarily focused on facial appearance variations across
ethnicities rather than cultural background of subjects [22]–
[24]. Considering this, the proposed work expands this un-
derstanding by demonstrating that cultural differences extend
beyond facial features. We show that behavioral variations
associated with culture also need careful consideration during
intelligent system design and model training. Facial and head
pose data are evaluated from 6 different cultures from the
SEWA [25] dataset (British, Chinese, German, Greek, Hungar-
ian, and Serbian). Facial landmarks, head movements, facial
action units [26], and arousal and valence levels are evaluated.
Transformer-based models are trained on different cultures
to learn how culture impacts classification of context. More
specifically, the contributions of our work are 3-fold and can
be summarized by the following.

1) Multimodal analysis of cultural differences is presented.
Facial landmarks, action units, and head pose are evalu-
ated. Along with this, differences in valence and arousal
are also investigated across cultures.

2) Impact of culture on classification of context is de-
tailed. Three experiments are conducted to evaluate
this: 1) Culture-independent classification; 2) Subject-
independent classification and 3) Subject-independent
classification within a culture. Details on these exper-
iments can be found in Section V.

3) To aid with classification, we propose a new temporal
sampling module to adaptively sample most informa-
tive frames. This sampling leverages the facial features
utilized for analysis. We demonstrate benefits of this
strategy over random temporal sampling.

The rest of this paper is structured as follows: Section
II details related work in psychology and neuroscience, and
affective computing. Section III gives background informa-
tion on culturally diverse datasets. Section IV details the
multimodal behavior analysis based on culture. Section V
describes the experimental design and results for culture-based
classification of context. Finally, Sections VI and VII give a
conclusion and ethical impact statement, respectively.
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II. RELATED WORK

A. Cultural Research in Psychology and Neuroscience

Cultural neuroscience research is revealing growing evi-
dence of brain activity patterns that are specific to different
cultures [27]. Lim [7] showed that cultural differences exist in
emotional arousal levels. More specifically Lim showed that
in Western or individualist cultures, high-arousal emotions are
more promoted and experienced than low-arousal emotions. In
Eastern or collectivist cultures individuals prefer, value, and
experience low-arousal emotions. Along with this, facial ex-
pressions are a common approach to explicitly show our inner
emotion to other individuals. Ekman and Friesen proposed
display rules as one aspect of production and interpretation
of facial expressions [6], [28]. As an example, in some
cultures showing displeasure in the workplace is not accepted.
Matsumoto et al. [29] showed that these rules vary among
different ethnic groups in the United States. In addition to
display rules, different decoding rules influence the cross-
culture variability of facial expression interpretation [30], [31].
For example, in some cultures one might avoid attributing
negative emotions to other culture members to increase social
harmony [32]. Daily et al. [33] have conducted two studies
confirming that culture is a factor in how we receive and
interpret facial expressions. First, they asked Japanese and
American participants to interpret facial expressions and par-
ticipants were better at classifying expressions within their
own group. Second, they trained a model on Japanese and
American images with posed expressions and the results show
that the model is also better at classifying expressions when
it is trained on the same group.

B. Cultural Research in Affective Computing

While less work investigates culture in affective computing,
there are some encouraging works in this area. Han et. al [34]
proposed an approach to mitigate forgetting in conventional
machine learning algorithms. The proposed approach was
tested on cross-culture audio-visual modalities. However, in
this study, they have used a part of SEWA dataset (German
subjects) [25] and the RECOLA dataset [35] in training and
validation of their models. It is important to note that the data
collection and cultures are not the same in these two datasets.
Along with this, the focus is on the proposed algorithm rather
than the impression of culture. Rudovic et al. [36] proposed
a deep learning-based approach to automate the engagement
estimation of children with autism from Asian and European
cultural backgrounds. They proposed CultureNet that leverages
multi-cultural data when presented. Performing within- and
cross-culture evaluations in this study has shown that due to
the large differences in the distribution of engagement levels
in two cultures, the model cannot successfully generalize to
the other culture. The authors name the underlying cultural
differences, some bias in their data sample, differences in
facial physiognomy, and dynamics of facial expression in
cultures as possible source of the downgrade in cross-culture
estimation performance. This work is the main motivation for
our experimental design, as detailed in Section V. Similarly,
we also conduct within-culture experiments with our proposed

approach. We extend the state of the art by increasing the
number of cultures to 6, and performing a culture independent
experiment (cross-culture experiment). The proposed experi-
mental design allows us to investigate the impact of multiple
cultures in a cross-culture setting.

III. CULTURALLY DIVERSE DATASETS

A. Single-Culture Datasets

In 2008, 12 hours of audio-visual data from German TV talk
show ”ldquoVera am Mittagrdquo” was collected in the VAM-
faces dataset [37]. The videos are segmented into broadcasts,
dialogue, and utterances. This dataset contains emotional, un-
scripted, and authentic discussions between talk show guests.
Emotional labels, valence, activation, and dominance were
annotated by human evaluators which are included in the
dataset. RECOLA [35] is a multi-modal corpus of sponta-
neous, collaborative, and affective interactions of 46 French-
speaking subjects. Data was collected during video conference
sessions while subjects complete collaborative tasks. Audio,
video, electrocardiogram, and electrodermal activity signals
are provided from the sessions. Additionally, arousal, valence,
and social behavior labels were annotated by 6 annotators, as
well as self-reported measures and are included in the dataset.
Although these datasets have merit, they are not a well-suited
datasets for culture studies since they only contains subjects
from French or German backgrounds. Considering our pro-
posed study aims to investigate the impact of multiple cultures,
these datasets were not appropriate for this investigation.

B. Multi-Culture Datasets

GENEVA dataset [38] was collected in 1997 and contains
112 audio files collected from the conversations of passengers
in an international airport reporting lost luggage before and
after interactions with an airline agent. Subjects speak in
French, English, German/Northern Europe, Asian, and other
languages. Type and intensity of the emotions felt by the sub-
jects are reported as well. While this dataset contains multiple
cultures, it only contains one modality (audio) and is relatively
small with 112 audio files. Considering this, GENEVA was
not an appropriate dataset for this investigation as multiple
modalities are required along with multiple cultures.

SEWA [25] has diversity in culture and spoken language
of the subjects including Chinese, English, German, Greek,
Hungarian, and Serbian. Subjects complete identical tasks and
converse in their native languages. This dataset contains data
from 398 subjects (201 male and 197 female) ranging from
18 to over 60 years old. Each subject participates in five
tasks: watching four advertisement videos designed to elicit
disgust, pleasure, confusion, and interest. Following the fourth
video, two participants from the same culture discuss the last
advertisement for three minutes as the fifth task. The dataset
contains audio, video, facial landmarks, action unit intensities,
valance, arousal, and dialogue transcripts. Five annotators from
the same culture as the subjects have annotated the valance and
arousal levels from audio, video, and both audio and video
of sessions. Due to it’s multimodal and cross-cultural nature,
SEWA is used for all analysis and experiments in this work.



(a) 49 facial landmarks included in
SEWA [25].

(b) 49 facial landmarks on face,
taken from SEWA [25].
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Fig. 1: (a) Facial landmark template from SEWA [25]; (b) sample landmarks on subject from SEWA; (c) normalized facial
landmark movement for eyebrows; (d) normalized facial landmark movement for nose; (e) normalized facial landmark movement
for eyes; (f) normalized facial landmark movement for lips. In 1e (1c) the left 6 (5) columns correspond to left eye (eyebrow)
and the 6 (5) columns correspond to right eye (eyebrow). It can be observed that while facial movements in all cultures often
follow a similar trend, people from Serbian culture move their faces comparatively more than all other investigated cultures.

IV. CULTURAL BEHAVIOR ANALYSIS

The proposed analysis on differences in cultural behavior is
detailed here. For this investigation, Facial landmarks, action
units, and head pose are evaluated. Along with this, valance
and arousal are also investigated. Using these modalities,
we look for differences in behaviors from different cultures
including movement, expressions, and intensity of arousal.

A. Facial Landmarks

For our analysis on facial landmarks, 49 points on the
subject’s face are tracked for each frame. These points detail
where the eyes, eyebrows, nose, and lips are in each frame.
We use the facial landmarks contained in SEWA dataset [25]
for our investigation. A template of where each landmarks are
can be seen in Fig. 1a, with an example frame from SEWA
in Fig. 1b. For analysis of facial landmarks, we are interested
in the overall movement on a frame-to-frame basis. To do
this, the Euclidean distance of each (x, y) landmark is used
to capture this movement. Then, each landmark movement
is normalized over all data using min-max normalization as
lnorm = l−lmin

lmax−lmin
. Where l is the initial landmark movement

value and lmin and lmax are the minimum and maximum
Euclidean distance of the corresponding landmark movement
across all data, respectively. The normalized landmark move-
ment values are then averaged over all frames of all videos of
each culture. For clarity, the facial landmarks are categorized
into eyebrows, eyes, nose, and mouth (Figs. 1c - 1f).

As can be seen in Fig. 1, people from the Serbian culture
have more facial landmark movement compared to all other
investigated cultures. This can be seen for all parts of the
face. Conversely, people from Chinese and Hungarian cultures,
show less movements in their face compared to the other
cultures. Across eyebrows, nose, and eyes it can be seen that
there is a similar amount of movement. Based on the context
in SEWA (i.e., watching ads or talking), this makes sense as
these landmarks are largely on the upper half of the face.
Conversely, there is more variation is facial movement for
the lips across all cultures. This can be explained, in part,
by the lips moving when people are talking. As the Serbian
culture has larger movements, compared to other cultures,
this suggests that subjects from this culture more often talked
when discussing the ads. Conversely, Chinese and Hungarian
subjects may have talked less during the discussion due to the
smaller amount of movement.

B. Facial Action Units

A combination of Action Units (AUs) [3] have been used
to detect facial expressions potentially linked to an inner
emotional state [39]. It is important to note, however, that
it has also been shown that emotion and facial expressions are
not the same thing. Context, culture, and other factors largely
influence emotion [21]. Here, we analyse AU intensities across
cultures. As AU intensities are not provided in SEWA, we
used the open source facial behavior toolkit, OpenFace [40],
to extract them. In this investigation, intensities for AUs
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Fig. 2: Average normalized action unit intensities across all
cultures. (a) shows AUs from the upper part of the face, and
(b) shows AUs from the lower part of the face.

{1, 2, 4, 5, 6, 7, 9, 10, 12, 14, 15, 20, 23, 25, 26} are tracked for
each frame of a video. These AUs were selected as they are
commonly used in the AU literature [39], [41].

Each AU intensity was normalized over all data,
again using min-max normalization as done for the fa-
cial landmarks. For clarity, the AUs are categorized into
the upper face area (eyes, eyebrows, and nose: AUs
{1, 2, 4, 5, 6, 7, 9}) and lower face area (lips, cheeks, and chin:
AUs {10, 12, 14, 15, 17, 20, 23, 25, 26}). The results of our
comparison is presented in Fig. 2. There are some interesting
findings that can be seen in this figure. First, we can see a
relatively large spike in AU 6 (Fig. 2a) in the Chinese culture.
This suggests that Chinese subjects often had intense smiles,
as it has been shown that AU 6 may be an artifact of smile
intensity [42]. Next, it can be seen that AU 6 and AU 12 (Fig.
2b) have a lower intensity in the British culture. These two
AUs are often associated with a smile [9]. Conversely to the
Chinese subjects, these results suggest that the British subjects
smiled less compared to other cultures. British subjects also
had lower intensities of AU 9, which is often associated with
disgust [21]. In the SEWA dataset, disgust was one of the
emotions that the videos were meant to elicit. This suggests
British subjects may have experienced less disgust overall.
Conversely German subjects had the higher intensity of AU 9,
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Fig. 3: Average normalized arousal and valence levels across
all cultures cultures.

therefore suggesting they may have experienced more disgust.
Lastly, in many cases Serbian subjects have a relatively high
intensity of AUs. This is similar to the results from Fig. 1,
where Serbian subjects had high facial landmark movement.
This suggests that, generally, the Serbian subjects may have
been more expressive (e.g., talked and smiled).

C. Valence and Arousal

One model of emotion suggests that emotions can be de-
scribed along the dimensions of valence and arousal. Valence
shows how negative or positive an experience is and arousal
indicates how calming or exciting it is [44]. Here, we inves-
tigate the emotional differences (along valence and arousal
dimensions) across different cultures. In SEWA, continuous
values of valence and arousal for each subject have been
manually annotated by 5 annotators, from the same culture
as the subject, based on audio, video, and both audio and
video data. The annotation was done in real time using a
joystick. The minimum and maximum values for valence and
arousal levels are -1000 and 1000 respectively. We again
normalized the valence and arousal levels using min-max
normalization. Since the joystick frequency and frame per
second of the videos are not aligned, we don’t have one
value per frame for arousal or valence for each annotator.
Additionally, not all annotators have annotated all timestamps.
Thus, we have aggregated the values after normalizing them.
More specifically, for each timestamp, if there is more than
one value, we take the average of the values and if not, we
have taken the single existing value. We calculated the average
normalized valence and arousal levels for each culture.

It can be seen in Fig. 3 that many of the cultures had similar
levels of valence and arousal, however, there are some notable
differences. More specifically, British, Greek, and Hungarian
cultures showed different levels. Each of these cultures have
a relatively lower arousal level compared to other cultures,
especially British. This may be explained, in part, by the
annotators being from the same culture. British subjects may
either show lower arousal levels or the British annotators
interpreted expressions with lower intensity levels. This is
supported by the finding that third party annotators often
annotate lower intensity of expressions [45].



(a) Pitch, roll, and yaw of head, taken from [43]. (b) Average head movement of subjects from cultures across
pitch, roll and yaw.

(c) Head movement thresholds for pitch, roll, and yaw. Lower
values correspond to a smaller movement range.
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(d) Head gestures count. Larger values corresponds to more
head gestures overall.

Fig. 4: Head pose and movement across all cultures. (a) shows an example of roll, pitch, and yaw; (b) shows average head
movement for roll, pitch, and yaw; (c) shows movement thresholds across roll, pitch, and yaw; and (d) shows total number of
gestures made across all cultures.

D. Head Pose Movement

Here, we compare head movement (i.e., pose) across all
cultures. In SEWA, head pose in each frame includes pitch,
yaw, and roll, which are the movements of the head around
the x-, y-, and z-axes (Fig. 4a), respectively. An analysis on
the average pitch, yaw, and roll values across all frames for
each culture has been conducted (Fig. 4b). It can be seen
that, on average, British subjects tend to move their head
down (positive pitch) and to the front more often than other
cultures. Conversely, Chinese subjects move their head up
(negative pitch) and to the back more. It can also be seen
that British subjects often tilt their heads to the left (positive
roll) considerably more than others while Serbian cultures tilt
their head to the right (negative roll) more than other cultures.
Interestingly, when comparing yaw, British people angle to the
right (negative yaw) of the camera more than other cultures
and Greek subjects are the only culture that look to the left
(positive yaw) of the camera on average.

Next, we define three head gestures nod, head shake, and
head tilt as a reciprocating movement of the subject’s head in
pitch, yaw, and roll within 10 frames. To filter head movements
and select more meaningful ones, we define a threshold for
pitch, yaw, and roll for each culture as tmov. =

mmax−mmin

n

in which mmax and mmin are the maximum and minimum
of the corresponding movement across all videos within the
culture, and n is the number of videos in the culture. If the
head movement direction has changed once and the summation
of movement (pitch/yaw/roll) in the last 10 frames surpasses
the corresponding threshold, we count it as a meaningful head
gesture. Looking at the movement thresholds (Fig. 4c), it
can be seen that the Serbian culture has lower thresholds for
all movements compared to other cultures. This means that
the difference between maximum and minimum amount of
movement is less. In other words, it suggests that the Serbian
culture moves their heads in a more subtle way with less
movement range. It can also be seen that roll thresholds are
higher than pitch and yaw (except for Serbian), suggesting that
people tend to move their head more freely along the x-axis
(nods). It can also be seen that yaw values, for all cultures,
are relatively low. This suggests that most subjects, across
all cultures, generally focused in one direction, and had a
relatively small range of movement across yaw. In other words,
subjects may have focused in one general direction (e.g., at or
near the screen/partner during discussion).

Finally, we counted the occurrence of each head gesture
(nod, shake, and tilt) across all cultures (Fig. 4d). It can be



seen that in all cultures that head shake is most occurring head
gesture. Across all cultures, this difference is often at least an
order of magnitude greater. For example, in the Hungarian
culture there are 9 nods, and 189 shakes. An even larger
difference is German, where there is one nod and 236 shakes.
Additionally, Serbian subjects have the highest number of
head gestures, with a total of 457 gestures. This suggests that
although people from the Serbian culture move their head in
a more subtle way (Fig. 4c), they do move their head more
often than other cultures. Conversely, British subjects have the
smallest number of head gestures with a total of 160 gestures.
This suggests that while British subjects more often move their
head down (Fig. 4b), they move their head less often.

V. EXPERIMENTAL DESIGN AND RESULTS

A. Experiments
To further justify the role of culture in affect-related tasks,

we train a ViViT model [46] to perform context classification
using the face-aligned video data. We are motivated to classify
context as it has been shown that the classification of context
is an important application in affect-related research [47].
The experiments are designed in such a way to investigate
whether the incorporation of culture has positive impact on
classification results. More specifically, three context-based
classification experiments are designed using the video data
from SEWA, and all cultures.

• Culture Independent (CI): Here, our model is trained on
all videos from five cultures and tested on the videos of
the sixth culture. The model is evaluated on 6 different
test sets, one for each culture. In each iteration, all the
participant videos belonging to 5 of 6 cultures are used
as the training set and the videos from the sixth culture
are the test set. This is repeated until videos of all 6
cultures fall under the test set once. The purpose of this
experiment is to understand the model’s capability in
classifying the context on an unseen culture.

• Subject Independent within a culture (SIc): Under SIc,
we perform 10-fold cross-validation, where each fold has
several subjects, but the training and testing testing sets
are restricted to one specific culture. This is repeated
for all the six cultures. The purpose of this experiment
is to evaluate the effect of individual culture in subject
independent mode. This experiment is directly motivated
by the work from Rudovic et al. [36] (as detailed in
Section II).

• Subject Independent (SI): We perform 10-fold subject-
independent cross validation, wherein, each fold has
several participants randomly selected as the test set,
irrespective of their cultural background. This is to gauge
the model’s ability in classifying on a new subject when
culture is not considered.

B. Network Architecture
Fig. 5 shows the overall network architecture used for each

experiment. Each full length face video is fed to a temporal
sampling module to extract the most useful frames in the
video. Next, the frames are pre-processed using RetinaFace
[48] to crop out faces from the raw videos. Finally, the fixed
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Fig. 5: Overall pipeline. Each face video is fed to the temporal
sampling module which extracts the k most useful frames
from a total of T frames. Next, the k frames are fed to a
video transformer model (ViViT) that classifies the video into
a specific context.

length frames are fed to ViViT model to predict the context.
We are motivated to use a ViViT as it has been shown to
process temporal affect information effectively [49], [50].

C. Temporal Sampling Module

Due to the large number of frames present in each video,
we employ an adaptive frame sampling strategy based on
the extracted action units. Randomly sampling a video with
T frames to a fixed length k can potentially select frames
with less useful information (for example, neutral expression).
However, sampling the most expressive temporally consistent
frames can benefit the model. To achieve this, we first compute
the AU magnitude for the AU intensities for each frame in the
video as AUmag =

√
AU2

1 +AU2
2 + ...+AU2

26. Next, to be
temporally consistent, we perform an adaptive max-pooling on
the T AU magnitudes to select k fixed indices with highest
AUmag within the region. The selected frames (the highlighted
green cells in Fig. 5) are now the candidate frames to be pro-
cessed by the ViViT model. This sampling strategy is different
from naively selecting top k frames with highest AUmag ,
since this can constrain the frames to a specific region, thus
losing the temporal information. Note that AUmag has been
shown to inherently capture spatial expressiveness as shown
by Uddin et al. [51]. In our experiments, we report values for
both random and the proposed adaptive sampling strategy and
show that the proposed strategy exhibits higher performance
in all scenarios. We report accuracy and Matthew’s correlation
coefficient (MCC) scores.

D. Results

Culture Independent (CI). Table I reports the evaluation
metrics for both uniform and adaptive sampling for culture-
independent analysis. It can be seen from the table that culture
plays an important role in affect, with the model performing
the least when Chinese culture is used as test set with 39.7%
and 0.25 as the accuracy and MCC, respectively. We ob-
serve that proposed frame sampling shows higher performance
across all cultures compared to uniform sampling, effectively



Culture Sampling Accuracy(%) ↑ MCC ↑(Validation)

British Uniform 40.00 0.25
Adaptive 42.70 0.30

Chinese Uniform 39.70 0.25
Adaptive 47.10 0.35

German Uniform 40.00 0.25
Adaptive 44.70 0.32

Greek Uniform 45.40 0.32
Adaptive 49.60 0.37

Hungarian Uniform 45.10 0.32
Adaptive 45.10 0.32

Serbian Uniform 41.90 0.28
Adaptive 44.40 0.31

Average Uniform 42.00 0.28
Adaptive 45.60 0.33

TABLE I: Culture Independent (CI) cross-validation. Each row
represents a culture evaluated as test set.

demonstrating our sampling approach. Overall, the model’s
poor performance on unseen cultures further highlights it’s
reliability on culture specific training. These results also show
that the obtained results depend on which culture is left out.
An interesting question is why this occurs, but is out of scope
and left for future work.

Subject Independent Within a Culture (SIc). To extend
our study on performance within a culture, we next report
the results for subject-independent analysis within a culture
(SIc) in Table II. Consequently, we observe an improved
performance for both sampling strategies across all cultures
when the model operates on only known cultures in the test
set with model showing the best performance on the Greek
culture. Furthermore, for Tables I and II, the performance im-
provement between uniform and adaptive sampling is highest
for the Chinese culture with 7.4% for CI and 11.15% for
SIc. The increase in performance can be partly attributed to
the AU analysis in Fig. 2a which showed a distinct AU 6
pattern. More specifically, the AU-based sampling may have
incorporated these distinct frames in the training and validation
process. It is important to note that while the overall accuracies
are generally low for both CI and SIc, regardless of sam-
pling strategy, the main contribution is the impact of culture.
Incorporating culture (SIc) gives an average improvement
of 5.1% and 0.06 for accuracy and MCC, respectively. We
hypothesize that similar experiments (i.e., culture-based with
temporal sampling) with more advanced network architectures
will result in overall higher accuracies and MCC scores.

Subject Independent (SI). Finally, we report the subject-
independent (SI) performance of the model in Table III. We
observe that on average, the model performs better than the
CI setting and worse than the SIc setting. More specifically,
the average SIc improves the SI results by 2.6% and 0.03
for accuracy and MCC, respectively. These results appear
intuitive as the former operated on unseen cultures and the
latter operated on only known cultures. Further suggesting the
need to incorporate culture.

Culture Sampling Accuracy(%) ↑ MCC ↑(Validation)

British Uniform 43.34 0.31
Adaptive 48.49 0.37

Chinese Uniform 39.70 0.26
Adaptive 50.85 0.40

German Uniform 47.42 0.36
Adaptive 51.50 0.41

Greek Uniform 51.00 0.41
Adaptive 56.00 0.47

Hungarian Uniform 46.87 0.35
Adaptive 50.10 0.39

Serbian Uniform 47.27 0.35
Adaptive 47.27 0.35

Average Uniform 45.93 0.34
Adaptive 50.70 0.39

TABLE II: Subject Independent within a culture (SIc) cross-
validation. Each row reports the average of 10-fold subject
independent cross-validation for that culture.

Sampling Accuracy(%) ↑ MCC ↑

Average Uniform 44.33 0.31
Adaptive 48.10 0.36

TABLE III: Subject Independent (SI) cross-validation.

VI. CONCLUSION

We have shown that there are differences in facial landmark
movements, action unit intensities, head pose, and valence
and arousal across six cultures. In addition to culture-focused
behavior analysis in SEWA, we have conducted experiments
to assess the impact of culture in context classification. Using
the videos in SEWA, we have done three experiments: Culture
Independent (CI), Subject Independent Within a Culture (SIc),
and Subject Independent (SI). The results of our experiments
show that culture specific models yield better results for all
investigated cultures. The results are encouraging, suggesting
that when culture is considered, affect-related applications can
show an improvement in performance.

While these results are encouraging, there are some limi-
tations and future work that can be implemented. First, only
one dataset (SEWA), was evaluated in our investigation. To the
best of our knowledge, SEWA is the only multimodal, cross-
cultural dataset that allows for this type of investigation. Con-
sidering this, collecting more multimodal datasets that focus
on culture can be useful for the community at large. Second,
we have only classified context in this work. Interesting future
work is to classify arousal and valence, discrete expressions
(e.g., happy or sad), or even the culture itself. Third, one
network architecture was used for the experimental design.
More networks need to be evaluated to learn which type is
best for classification when culture is incorporated. Finally,
it would be interesting to evaluate how different cultures
annotate the valence and arousal levels of across cultures. This
would require cross-culture annotators for all data.



VII. ETHICAL IMPACT STATEMENT

Racial and cultural biases can be named as some roots of
ethical concerns in affective computing. In this study we have
investigated cultural behavioral differences, which may help
to identify some sources of cultural biases present in systems
today. Our approach has been to mitigate the limitations
on generalizability across diverse cultures by formulating
models that are sensitive to cultural specifics. We believe the
data that we used in our experiments were collected in an
ethically responsible way. Nevertheless, we acknowledge the
persistence of certain ethical concerns. We have used machine
learning tools to extract some features of data, such as facial
action units, and cropping the subjects’ face in videos and
we recognize the potential biases within those tools including
those related to age, gender, or race. One potential negative
application of this work can be provoking existing cultural
stereotypes or creating new ones. Along with this, anytime
machine learning models are trained with human data, caution
must be used when deploying these systems. In this work, we
classified context using face videos, however, the work can
be extended to other affect-related areas, such as expression.
Considering this, a human should always remain in the loop
if and when these models are deployed.
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