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Abstract— Expression recognition is an important and grow-
ing field in AI. It has applications in fields including, but
not limited to, medicine, security, and entertainment. A large
portion of research, in this area, has focused on recognizing
expressions of young and middle-age adults with less focus
on children and elderly subjects. This focus can lead to
unintentional bias across age, resulting in less accurate models.
Considering this, we investigate the impact of age on expression
recognition. To facilitate this investigation, we evaluate two
state-of-the-art datasets, that focus on different age ranges
(children and elderly), namely EmoReact and ElderReact. We
propose a Siamese-network based approach that learns the
semantic similarity of expressions relative to each age. We show
that the proposed approach, to expression recognition, is able
to generalize across age. We show the proposed approach is
comparable to or outperforms current state-of-the-art on the
EmoReact and ElderReact datasets.

I. INTRODUCTION

Facial expressions are an important form of communica-
tion between humans, however, there is no consensus as to
what they convey [8]. Investigating the role of expression
is an important and challenging topic [5], as automatically
interpreting expression is an important tool in human-human
interactions [19], and human-machine interactions [24]. Sys-
tems that can automatically recognize expression have a wide
range of applications in fields as diverse and education [20],
medicine [21], and entertainment [2]. Although encouraging
results have been achieved in these fields and more [18],
many works focus on expression recognition in adults with
fewer works focusing on different age ranges such as elderly
subjects [14]. This lack of focus on a larger range of ages
can be explained, in part, by many facial expression datasets
being collected in university labs [30], which largely has
college aged students as the subjects. Although data collec-
tion can be a challenging problem when a larger age range
is considered, the lack of this data can cause bias in facial
recognition systems [25]. This bias can cause difficulties in
expression recognition as it has been shown that different age
ranges have different representations of facial expressions.
For example, children have different representations and
they develop adult-like representations slowly over childhood
[6], and elderly subjects display less intense expressions
compared to younger subjects [10]. These difficulties can
result in ethical concerns such as lack of trust in affective
systems, from the general public [3].

While there has been encouraging results in facial ex-
pression recognition [13], [22], [27], [28], age was not
considered in their experimental design. Although less, there
are some interesting works that do take age into account
when recognizing facial expression. Ma et al. [14] focused on
elderly subjects for their experimental design. They extracted

(a) Happy expression from elder
and child.

(b) Fear expression from elder
and child.

Fig. 1: Example differences in expression across age. Chil-
dren data take from EmoReact [16], and elderly data taken
from ElderReact [14].

audio and video features from videos of elderly subjects
reacting to different tasks. The audio features included voice
quality, prosody, and Mel-frequency Cepstral Coefficient
features. For video, they extracted facial landmarks, gaze,
head pose, and facial action units [4]. They showed these
features worked well on some expressions (e.g. happy), but
not as well on others (e.g. fear). They also conducted cross-
age experiments by training and testing on children data,
as well as elderly. Nojavanasghar et al. [16] focused on
children and expression recognition. Using similar audio and
video features as Ma et al., they evaluated the accuracy of
the different modalities separately, as well as with different
fusion techniques such as late and hybrid fusion. Their work
suggests that a multimodal approach to recognizing facial
expressions, in children, results in more accurate recognition.
Xu et al. [25] show that a disentangled approach is best to
mitigate demographic bias, including age. Their approach
disentangles the demographic information and concurrently
learns the expression, as well as other information, such
as age. They found that this disentanglement increased
facial expression recognition accuracy, suggesting that de-
mographic information, such as age, has a negative impact
on recognition.

Motivated by these works, we investigate the problem of
the impact of age on facial expression recognition. More
specifically, we investigate two contrasting age ranges in
children and elderly subjects. To facilitate this investigation,
we evaluate the EmoReact (children) [16] and ElderReact
(elderly) [14] facial expression datasets. To facilitate this
investigation we conduct multiple experiments. First, we
evaluate intra-age range expression recognition by training
and testing on children and training and testing on elderly.
Secondly, we evaluate inter-age range expression by training
on children and testing on elderly, as well as training on el-
derly and testing on children. To conduct these experiments,
we propose a Siamese-network architecture that is able to



Fig. 2: Overview of end-to-end architecture. Face detection and landmark detection are first performed to crop the face,
using MTCNN [29]. Cropped facial images are then resized to 48× 48, which are then reshaped to size [N,M ], where N
is the total number of images and M is the image size. Positive (similar) and Negative (dissimilar) pairs of images are then
sent to the 2 sub-networks of the Siamese network (SNN). Contrastive loss is then used to find the distance to the positive
and negative classes, which gives us our final classification.

Fig. 3: Proposed Siamese network (SNN).

learn the semantic similarity of the two classes (children
versus elderly). See Fig. 2 for an overview of our proposed
end-to-end architecture for evaluating the impact of age on
expression recognition. Our results suggest that the intra-age
range accuracy is higher with elderly subjects, however, the
inter-class accuracy is higher when training on children and
testing on elderly. The main contributions of this work can
be summarized as follows.

1) A Siamese network is proposed to learn the semantic
similarity of children and elderly facial expressions.
We show that the approach generalizes across age (e.g.
children to elderly).

2) Insight into how age impacts expression recognition,
including generalization, is detailed.

3) Proposed method, for expression recognition, is com-
parable to or outperforms state of the art on the
EmoReact [16] and ElderReact [14] datasets.

II. EXPRESSION RECOGNITION ACROSS AGE

We propose an end-to-end system for expression recog-
nition across age, which makes use of Multi-task Cascaded
Convolutional Networks (MTCNN) [29] and Siamese net-
works [17]. We are motivated to use these as MTCNNs have
shown encouraging results when used for face detection and
expression recognition [23] and Siamese networks have also

shown encouraging results for expression recognition [1],
[11]. As can be seen in Fig. 2, videos of facial expressions
from either children or elderly subjects are used as input
to the MTCNN, which then crops the faces. The cropped
faces are then used as input to the Siamese network, which
classifies the given expression. More details on the proposed
approach are given in the following subsections.

A. Multi-task Cascaded Convolutional Network

We used an MTCNN for face detection and face align-
ment. This architecture consists of three separate convo-
lutional neural networks. The first gets candidates for the
bounding box. The second rejects a large number of false
candidates, and the third exploits more supervision to find
the final bounding box of the face. The MTCNN produces
face/non-face classification, a bounding box, and facial land-
marks as output. This information is used to crop the face,
which we then resize to 48 × 48 for input to our proposed
Siamese network. We refer the reader to the work from
Zhang et al. [29] for more details on the MTCNN.

B. Siamese Network

Siamese networks have the same configuration with the
same parameters and weights. They find the similarity of the
inputs by comparing its feature vectors, which in this case
is the RGB data of size 48x48 of the input images. To train
the network, anchor, positive, and negative images are used.
The distance between the anchor and positive images, as
well as the distance between the anchor and negative image
is then calculated. The main idea is that the distance from
anchor to positive is less than the distance between anchor
to negative. For this purpose we have used Contrastive loss
function which is defined as

loss = (1− Y )
1

2
(Dw)

2 + Y
1

2
max(0,m−Dw)

2 (1)

where Y = 0 for similar pairs and Y = 1 for dissimilar
pairs, and m is a predefined margin. Dw is the Euclidean
distance defined as

Dw = ||Gw(X1)−Gw(X2)||2 (2)



(a) Children Positive Pair (b) Children Negative Pair

(c) Elderly Positive Pair (d) Elderly Negative Pair

Fig. 4: Positive and negative pair from EmoReact [16] (top),
and ElderReact [14] (bottom).

where Gw is the output of our network for an image, and
X1 and X2 are the given input images.

Our proposed architecture consists of a flatten layer, batch
normalization, four fully connected layers of 2048 neurons
each, dropout, then the final one more fully connected
layer followed by L2 normalization (Fig. 3). Given this
architecture, we feed the input image pairs to the network
and use contrastive loss to minimize the distance for positive
and negative pairs. This leads to a binary classification output
as to whether the input pair is closer to positive or negative.
As the Siamese network produces a binary classification we
needed to do further calculations to get the final accuracy
of the target expression. Given a test pair and the resulting
distance from our proposed architecture, we then calculate
whether the distance is positive (i.e. target expression) or
negative (i.e. not the target expression) based on a threshold
t. If preddist < 0.5, the test pair is the same expression
(positive), otherwise it is a different expression (negative).
Note, that we only classify the expression as something
else, we don’t classify it as a specific discrete expression.
Finally, we match the ground truth for each class for each
classification to get the total number of true positives and
true negatives.

Lastly, to create the positive and negative pairs (Fig. 4)
for the proposed Siamese network, we consider faces from
the same expression as positive, and different expressions
as negative. For example, given a Happy expression as the
anchor image, another Happy expression is used as the
positive, and another expression is randomly chosen as the
negative (e.g. Sad). In this way, the negative sample can be
any number of expressions that are available for training or
testing (e.g. surprise, fear, anger).

III. EXPERIMENTAL DESIGN AND RESULTS

As the main focus of this work is on the impact of age
on expression recognition, we chose to evaluate two publicly
available datasets with large differences in age. Namely one
with children under 14 years of age, and another with elderly
subjects. Details on these two datasets is given below.

1) EmoReact [16]: A multimodal dataset for recognizing
emotional responses in children. It contains 1102 videos

Anchor Expression Positive Expression Negative Expression

Happy Happy
Disgust
Surprise

Fear

Disgust Disgust
Happy

Surprise
Fear

Surprise Surprise
Disgust
Happy
Fear

Fear Fear
Disgust
Surprise
Happy

TABLE I: Summary of anchor, positive, and negative pairs.

Training Data Validation Data Testing Data
Child Child Child
Elder Elder Elder
Child Child Elder
Elder Elder Child

TABLE II: Experiments run on EmoReact and ElderReact.

of 63 children ages 4-14 years. The dataset is relatively
balanced in terms of gender with 51% of the subjects being
female. The videos were downloaded from YouTube, where
the children are reacting to context such as food, technology,
other YouTube videos, and video games. The video were
segmented into smaller clips (approximately 5 seconds each),
where each contained one child reacting. For each of these,
these children perform 5 tasks: (1) being shown the context;
(2) being asked a question about it; (3) answering a question
about it; (4) being told a fact about it; and (5) explaining their
opinion about it. Crowd-sourced workers were used, from
Amazon Mechanical Turk, to label the following discrete
emotion categories: neutral, disgust, fear, happiness, sadness,
surprise, curiosity, uncertainty, excitement, attentiveness, ex-
ploration, confusion, anxiety, embarrassment, frustration, and
the continuous rating of valence.

2) ElderReact [14]: A multimodal dataset for recognizing
emotional responses in elderly subjects. Similar to EmoRe-
act, it contains videos downloaded from YouTube. It contains
43 videos of elderly subjects reacting to context such as video
games, social events, and online challenges. These videos
were also segmented into shorter clips of approximately 3-8
seconds in length. In total there are 46 subjects (46 female
and 20 male). Similar to EmoReact, crowd-sourced workers,
from Amazon Mechanical Turk, were also used to annotate
the discrete emotions. Comparatively though, there are fewer
discrete emotions; anger, disgust, fear, happiness, sadness,
and surprise, along with continuous valence.

A. Datasets

B. Experiments

Considering there are different discrete emotions between
the EmoReact and ElderReact datasets, we only evaluated the
subset that are found in both: disgust, fear, happiness, and
surprise. Due to this, we create positive and negative pairs
from this subset. See Table I for a summary of each of the
possible positive and negative pair expression types. Using



Experiment Disgust Fear Happy Surprise Average Average F1
Elder −→ Elder .84 .82 .81 .85 .83 .86
Elder −→ Child .63 .64 .69 .67 .65 .73
Child −→ Child .73 .77 .82 .84 .79 .81
Child −→ Elder .80 .85 .87 .88 .85 .87

TABLE III: Experimental results across EmoReact and El-
derReact. Accuracy is shown except for last column, which
is the average F1-score across the four evaluated expressions.
First column: trainset −→ testset.

this subset of data, we conducted four different experiments
including within and cross dataset. Specifically, we evaluated
expression recognition on elderly face images only, children
only, and between elderly and children subjects (see Table
II). Each of the datasets come with presorted training,
validation, and testing sets. To conduct our experiments, we
used these corresponding sets of data for further comparisons
to state of the art. To conduct these experiments, we fed
the cropped face images into the proposed Siamese network.
As a note, the MTCNN preserved the pose of the faces, as
well occlusion resulting in challenge data in regards to pose
variation and occlusion.

C. Results

As can be seen in Table III, our proposed Siamese network
shows encouraging results for expression recognition both
within the same age range, as well as across. When the
same age was used for training, validation, and testing,
the proposed network was able to accurately recognize the
expressions. The proposed network achieved an average
accuracy of .83 and .79 for elder and child data, respectively.
When training on elder data and testing on child data, the
average accuracy dropped to .65 from .83. This can be
explained, in part, due to the differences in expression across
the age ranges, as can be seen in Fig. 1. Although Elder −→
Child recognition decreased, it is interesting to note that
the opposite happened with Child −→ Elder recognition,
as it achieved the highest average accuracy and F1 score,
with .85 and .87, respectively. This is an interesting finding,
as it suggests the proposed Siamese network was able to
accurately learn the semantic similarities between children
and elderly subjects, when children expressions were used
to train the network. The decrease in Elder −→ Child
recognition, and increase in Child −→ Elder recognition
can be explained, in part, by the differences in expression
between the two age groups. It can be seen in Fig. 1 that
children subjects are visually more expressive compared to
elderly subjects. It has also been found that intensity of
expression can result in higher recognition accuracies for a
variety of tasks [7]. Similar results have also been shown for
classification of autism spectrum disorder, across age, where
training on children boosted adult testing accuracy [9].

These results suggest that intensity of expression is an
important factor for generalizing facial expression recog-
nition across age. More specifically, when training neural
networks (e.g. Siamese networks), having a larger range of
expression may contribute to improved recognition when age
is a considered variable. Finally, these results suggest that age

Method F1 Score
Proposed .81

Nagarajan et al. [15] .81
Nojavanasghari et al. [16] .69

TABLE IV: Compare to state of the art on EmoReact [16].
Avg. F1 score across disgust, fear, happy, and surprise shown.

Method Training/Testing Data F1 Score
Proposed Elder → Elder .86

Ma et al. [14] Elder → Elder .45
Proposed Elder → Child .73

Ma et al. [14] Elder → Child .33
Proposed Child → Elder .87

Ma et al. [14] Child→ Elder .27

TABLE V: Compare to state of the art on ElderReact [14].
Avg. F1 score across disgust, fear, happy, and surprise shown.

does have an impact on expression recognition, however, the
results do not directly support only a negative or positive
impact. The impact of age is relevant to the type of data that
is used for training.

1) Comparisons to State of the Art: We also compare our
results to current state of the art on both EmoReact and Elder-
React. To the best of our knowledge, there are two works that
use EmoReact for recognizing discrete expressions, the rest
focus on levels of valence and arousal [12]. As can be seen
in Table IV, the proposed approach outperforms the baseline
(Nojavanasghari et al. [16]), and we are comparable to the
work from Nagarajan et al. [15].

To the best of our knowledge, the baseline work from Ma
et al. [14], is the only work that has used ElderReact for
recognizing discrete expressions. They have conducted the
same experiments using a subset of expressions for cross-
dataset evaluation. Considering this, the comparisons for
each of the evaluated experiments can be seen in Table V.
It can be seen that the proposed approach outperforms the
baseline for all experiments: training and testing on elder
data, training on elder and testing on child, and training on
child and testing on elder. Most notable, is the result when
training on child and testing on elder. Ma et al. [14] achieved
an average F1 score of .27, while the proposed approach
increased this by .6. This can be attributed, at least partially,
to the proposed Siamese network, whereas the baseline work
used hand-crafted features and an RBF SVM [26].

IV. CONCLUSION

We have presented an approach to expression recognition
across age that makes use of a Siamese network to learn
the semantic similarity between children and elderly sub-
jects. We conducted experiments on the publicly available
EmoReact and ElderReact datasets for both within dataset
and cross dataset. The proposed approach outperforms the
baseline and is comparable to other work on EmoReact,
while the proposed approach outperforms the baseline on
ElderReact for all experiments. This work is applicable to
fields including medicine, security, and education.
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